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This work deals with numerical simulations of atomization with high Weber and Reynolds values. A spe-
cial attention has been devoted to the modelling of primary break-up. Due to progress of direct numerical
simulations (DNS) of two phase flows it is now possible to simulate the primary break-up of a Diesel
spray [Menard, T., Tanguy, S., Berlemont, A., 2007. Coupling level set/VOF/ghost fluid methods: validation
and application to 3D simulation of the primary break-up of a liquid jet. Int. J. Multiphase Flow 33 (5),
510-524]. The present formulation of the so-called ELSA (Eulerian-Lagrangian Spray Atomization model)
[Vallet, A., Borghi, R., 1999. Modélisation Eulerienne de L'atomisation d’un Jet Liquide. C. R. Acad. Sci. Paris
Sér. I b 327, 1015-1020] for atomization is presented and evaluated in the dense zone of the spray by
comparison to a DNS based on a coupled level set/VOF/ghost fluid method. Once constants and parame-
ters of the model are fixed thanks to comparisons with DNS, the model is tested with experimental data.
The liquid and vapour penetrations show a good agreement when they are compared to experiments of
Diesel atomization. In particular the influence of the gas temperature is well recovered. For different tem-
peratures, similarly to the experiments, vapour penetrations are unchanged, but the corresponding
equivalent ratio fields are strongly modified. Finally, the combustion model ECFM-3Z [Colin, O., Benken-
ida, A., 2004. The 3-zones extended coherent flame model (ecfm-3z) for computing premixed/diffusion
combustion. Oil Gas Sci. Technol. 59 (6) 593-609] is joined to the ELSA model and the effect of gas tem-
perature changes on a Diesel spray flame is reproduced.

© 2008 Elsevier Ltd. All rights reserved.

1. Introduction

An important amount of studies have been devoted to the
description of the atomization, the main goal is to predict character-
istics of the spray as a function of the injection parameters. At the
exit of the injector, a very complex flow takes place. It is a two phase
flow, which is composed of liquid and gas, it can be turbulent and
surface tension forces play an important role. During the atomiza-
tion process, the topology of the liquid flow changes drastically from
acylindrical jet to wavy jet, sheets, ligaments, and other not well de-
fined liquid parcels that are usually referred as blobs. Eventually, the
liquid becomes a set of droplets: the final spray. Despite the fact that
the equations to describe exactly such flows are well known (Ishii,
1975; Kataoka, 1986), their general resolution through the complete
process is still a tremendous challenge.

As a consequence, most of the proposed models are based on
instability analysis: a basic configuration of the flow at the exit
of the injector is considered and the most instable mode is deter-
mined. The corresponding wave length is then related to the drop
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diameter. Many successful descriptions were obtained with these
methods, among them the most famous example is the fragmenta-
tion of a round liquid jet at low speed, known as the Rayleigh-Pla-
teau instability (Plateau, 1873; Rayleigh, 1878). In many cases, it is
not possible to consider that droplets are directly obtained through
the first instability. To complete the description, subsequent insta-
bilities have to be considered before droplet generation. For
instance, among these models, an elegant description of the atom-
ization was proposed by Marmottant and Villermaux(2004). It con-
cerns the atomization of a round jet which is surrounded by a high
velocity co-flow of gas. The first shear instability produces propa-
gating waves at the surface of the liquid jet. Due to the fluctuating
accelerations, a Rayleigh-Taylor instability destabilizes the liquid
waves to create ligaments that are finally destroyed through the
Rayleigh-Plateau instability (modified due to random stretching)
to generate the drops. Depending on the studied cases, other kinds
of instabilities may be involved, see Marmottant and Villermaux
(2004), Villermaux (2007), and references therein.

Taking as an example the atomization of cylindrical jet, most of
the practical modelling approaches are still based on linear insta-
bilities. The successful applications of Reitz’s models (Reitz,
1987; Beale and Reitz, 1999) demonstrate how useful is this kind
of approach. Nevertheless, it can be interesting to overtake linear
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analysis restrictions to compute actually what happens in the flow
up to the final spray. To overcome these limitations, Yi and Reitz
(2002, 2004) propose an approach where the break-up characteris-
tics of the jet are calculated by tracking the wave growth on the
surface of each liquid blob using a one-dimensional Eulerian ap-
proach. To go further, an axisymmetric boundary element method
is used to simulate the primary atomization (Yoon and Heister,
2004; Park et al., 2005; Yoon, 2005). Due to symmetry, ring liga-
ments are produced. To successfully recover droplet distributions,
the characteristics of the droplets that are issued from the ring lig-
aments are obtained through linear instability analysis (Ponstein,
1959).

In the present work, we would like to come back to the initial
problem that is to solve completely the nonlinear two phase
flow equations. Indeed, for many industrial devices, the atomiza-
tion process is a key parameter, for instance in Diesel injection.
In such applications, the injection takes place at high Weber and
Reynolds numbers. It is necessary to reach the expected fuel
load with an injection period of the order of one millisecond.
The injection has to be fast and the induced processes like
vaporization and mixing have also to be very efficient and quick.
To obtain an appropriate spray, the geometry of the injector it-
self is optimized together with the injection conditions (up to
2000 bar for the injection pressure). With such conditions, the
global flow in the combustion chamber (in particular air entrain-
ment) is controlled by the injection itself. To represent such
flows, we need a suitable representation of the atomization that
gives us not only the size distribution (when it is possible to de-
fine it) but the velocity field that depends strongly on the den-
sity field. This shows the importance to design models that are
able to represent the liquid phase dispersion accurately. Thus,
in addition to droplet size distribution, it is necessary to predict
the two phase flow behaviour from the injector tip and to be
able to account for any boundary condition at the exit of the
injector. Notice that much more theoretical and experimental
studies are devoted to the determination of the size distribution
than to the determination of the liquid volume fraction field. In-
deed the determination of the liquid volume fraction is often dif-
ficult, but in complement of the size distribution it is certainly
interesting to know to which amount of liquid the size distribu-
tion corresponds. To be able to account for the geometry of the
injector and to represent the flow in the engine, a complete non-
linear simulation of the flow has to be achieved.

The major difficulties arise in the so-called primary break-up
that is the first step of the atomization. It takes place in a zone
where the spray is very dense. In this area the liquid volume frac-
tion is close to one and the liquid surface topology is very complex.
As a consequence, it is very difficult to get experimental results in
order to characterize this zone. Some of the experiments that are
realized for this kind of atomization processes are based on meth-
ods that are known to give well established results for dilute spray.
For instance there is the PDA (Phase Doppler Analyzer), the particle
size analyzers based on laser diffraction, the Mie scattering tech-
nique to measure liquid penetration. However, the domain of
application of such methods is rejected far downstream from the
region where the primary break-up takes place. Most of these
methods are designed to measure the characteristics of liquid
droplets, but they failed in the primary break-up part of the jet.
Few methods are dedicated to the dense part of the spray, among
them there are the LCV (Laser Correlation Velocimetry) technique
(Chaves et al., 2004), X-ray measurements (Yue et al., 2001; Cai
et al., 2003), ballistic imaging (Linne et al., 2006) and other meth-
ods based on image processing (Blaisot and Yon, 2005). Despite
these new insights, physical mechanisms controlling the dense
part of the spray are not yet completely elucidated and complete
data set describing this zone does not exist. To improve the knowl-

edge of break-up processes, a promising tool is the direct numeri-
cal simulation (DNS). It can be used to create a numerical
experiment for region where no experimental data can be ob-
tained. Notice that this numerical approach has the drawback to
be limited to very small domains. But, the primary break-up takes
place in a quite small area which is often limited by few injector
diameters in the downstream direction. Therefore it is actually
very appealing to test such a method even with its inherent limita-
tions in order to complete our knowledge.

Direct numerical simulations of interface tracking have been
recently proposed by Menard et al.(2007) and they are used here
to obtain data in order to build and to validate a second ap-
proach, which is based on an average description of the two
phase flow that is of practical interest to simulate Diesel
combustion.

In the first part of this paper, the underlying numerical methods
used for the DNS and the characteristics of a simplified test case
close to Diesel injection conditions are described. In the second
part the Eulerian-Lagrangian Spray Atomization (ELSA) model
(Vallet and Borghi, 1999; Vallet et al., 2001) is presented. A special
attention is devoted to describe realistically the primary break-up.
This complete model was already tested but against experimental
data far from the injector (Blokkeel et al., 2003; Lebas et al., 2005;
Beheshti et al., 2007). Here, it is tested for the first time by compar-
isons with data in the primary break-up zone of the jet thanks to
the DNS results. In particular, quantitative comparisons for the
liquid volume fraction and the liquid surface density are obtained.
The aim of the third part is to demonstrate the ability of the ELSA
model to handle a complete case from atomization to combustion.
Several comparisons with experiments are reported to show the
relevance of this approach.

2. Direct numerical simulation of the primary break-up

In the primary break-up of a jet, the gas/liquid interface pre-
sents several different behaviours under interface pinching or
merging. Moreover, liquid parcels are generated by liquid detach-
ments from the liquid core and they are highly influenced by coa-
lescence or secondary break-up. Thus, the numerical method must
describe the interface motion precisely consequently Menard et al.
(2007) chose to develop a 3D code which is based on the level set
method. The ghost fluid method (Fedkiw et al., 1999) is used to
take into account sharp discontinuities at the interface in order
to avoid artificial smoothing of the interface. One drawback of
the level set method is not to be mass conservative when the dis-
cretization is not enough refined. Thus the level set method has
been coupled with the VOF method to ensure mass conservation
(Sussman and Puckett, 2000). A projection method is used to solve
incompressible Navier-Stokes equations. Specific care has been
devoted to improving simulation capabilities with MPI
parallelization.

We briefly recall the level set method, the coupling between the
level set and VOF techniques and the ghost fluid method that are
extensively described in the previous work (Menard et al., 2007).
Then the numerical test case to explore the primary break-up is
presented.

2.1. Numerical techniques, interface tracking, coupling VOF and level
set methods

Level set methods (LS) are based on the use of a continuous
function ¢ to describe the interface (Sethian, 1996; Osher and Fed-
kiw, 2001). That function is defined as the signed distance between
any points of the domain and the interface, thus the 0 level curve
provides the interface location. The motion of the interface in a
given velocity field V reads
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To avoid singularities in the distance function field, the fifth or-

der WENO scheme for convective terms is used. The unit normal

vector and the curvature of the interface can be easily evaluated

with the level set function by
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When the level set method is carried out, high velocity gradi-
ents can produce wide spreading and stretching of the level set,
and ¢ will no longer remain a distance function. A redistancing
algorithm (Sussman et al., 1998) is thus applied to keep ¢ as the
signed distance to the interface.

Numerical computations of Eq. (1) and the redistance algorithm
can induce mass loss in under-resolved regions. This is the main
drawback of level set methods. To improve mass conservation,
extensions of the method can be developed (Sussman and Puckett,
2000; Enright et al., 2002; Olsson and Kreiss, 2005; van der Pijl
et al., 2005). Specific studies have been developed to evaluate some
of these methods (Menard et al., 2007), and we observed that the
CLSVOF (Sussman and Puckett, 2000) is well adapted to capture
atomization process.

The main idea of this method is to benefit from the advantage of
each strategy: to minimize the mass loss through the VOF and to
keep a fine description of interface properties with the level set.
Details of the level set and VOF methods coupling have been pre-
viously described (Sussman and Puckett, 2000), and with some
improvements to capture fine ligaments (Menard et al., 2007).

The level set method is coupled with a projection method for
the direct numerical simulation of incompressible Navier-Stokes
equations, where the density and the viscosity depend on the sign
of the level set function. To finalize the description of the two
phase flow, jump conditions across the interface are taken into ac-
count with the ghost fluid (GF) method.

In the GF method, ghost cells are defined on each side of the
interface (Kang et al., 2000; Liu et al, 2000) and appropriate
schemes are applied for variable jumps. As defined above, the
interface is characterized through the distance function, and jump
conditions are extrapolated on some nodes on each side of the
interface. Following the jump conditions, the discontinued func-
tions are extended continuously and then derivatives are esti-
mated. More details on implementing the ghost fluid method to
solve the Poisson equation with discontinuous coefficients can be
found elsewhere (Liu et al., 2000).

n K(¢) =V -n. 2)

2.2. A numerical configuration to explore primary break-up

The above described DNS code based on a coupled method “Level
Set-Volume of Fluid-Ghost Fluid” is used to get an insight of the
dense zone of the spray. It is particularly interesting because it com-
pletes the available experimental data in aregion of interest which is
still difficult to reach with existing experimental techniques.

The numerical conditions are presented in Table 1. The aim is to
simulate an injection that is representative of Diesel injection. The
diameter of the injector nozzle has been chosen equal to 100 um

Table 1
Presentation of the test case studied by DNS.

Liquid Turbulent Turbulent Velocity Injector diameter
injection intensity length scale
5% 10 um 100ms~! 100 pm
Property Surface Liquid density Gas Liquid viscosity
tension density
0.06 kg s 2 696 kg m—> 50kgm™> 12x103kgm 's!

and the surface tension is equal to 0.06 kg s~2. The gas in the com-
putational domain is initially at rest.

The surface tension has been overestimated in order to limit the
minimum size of droplets. It is assumed that no secondary break-
up occurs for the smallest droplet. This implies that the Weber num-
beris at least smaller than 10 and gives a minimum droplet diameter
equal to 2.4 um when the surface tension is 0.06 (rather than 0.02 in
Diesel injection). Nevertheless, it is still possible that such a spray
generates very small liquid inclusions. For instance, following a col-
lision it is possible to create satellite droplets that are very small. Be-
low a certain characteristic size, which is related to the mesh size, the
DNS code does not describe properly the physics of the flow. For in-
stance this can induce numerical rupture of ligaments, numerical
break-up of liquid sheets or in the worst case disappearance of the
smallest droplets. For this latter case, a huge improvement has been
obtained by using the VOF method in combination with the level-set
approach: the loss of mass is negligible in the presented test case.
These numerical limitations have to be kept in mind when discuss-
ing the results. It is worth noting that the present conditions are
not completely representative of Diesel injections that are currently
used in industry. Nevertheless, this application belongs to the cate-
gory of injection with high values of Weber and Reynolds numbers.

The total size of the calculation domain is 0.3 mm x 0.3 mm
x 2.2 mm. The uniform 3D Cartesian grid size is 128 x 128 x 896,
and the grid spacing is 2.36 pum. At injection, the Reynolds number
UjigD/Viiq in the liquid is equal to 5800. Extensive results on the pri-
mary break-up of the jet are provided in Ménard et al. (2007).

Toillustrate the ability of the level set/VOF/ghost fluid method to
simulate the primary atomization zone of a turbulent liquid jet, Fig. 1
shows the spray which is issued from the nozzle after the initializa-
tion period. The interface is given by the 0 level of the level set and a
numerical algorithm has been set up to extract all the different liquid
parcels. The top figure shows the whole spray. The middle figure rep-
resents only the liquid part of the spray that is attached to the tip of
the injector. Finally the bottom figure represents all the other liquid
blobs. It is very clear that for this kind of injection, after roughly 20
diameters, the spray is not fully atomized. The most important part
of the liquid is still attached to the injector in a more or less contin-
uous flow. This simulation confirmed that a representation of such a
spray as a set of isolated spherical droplets is not realistic. This gives
information for modelling and also for experiments. Indeed, what
would be the measurement result of such sprays using a phase
Doppler anemometer (PDA)? Probably, only small droplets that are
detached from the spray would give validated measurements. Con-
sequently, a very biased estimation of the mean diameter would be
obtained. Considering only the detached part of the spray, it is pos-
sible to observe that some spherical droplets exist but many other
liquid parcels take different shapes. These computations highlight
the necessity to define this spray with a more general parameter
than a mean diameter. In the following, some attempts in that direc-
tion are carried out by using instead of the diameter, the mean sur-
face density.

3. ELSA model for atomization, description of the primary
break-up

3.1. Overview of the Eulerian-Lagrangian Spray Atomization model:
basic equations

The Eulerian-Lagrangian Spray Atomization (ELSA) model was
designed originally to describe atomization of flows with high We-
ber and Reynolds values (Vallet and Borghi, 1999; Vallet et al,,
2001). In the ELSA model, the two phase flow is studied as a single
phase flow composed of two species, liquid and gas, with highly
variable density.
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Fig. 1. Visualization of a spray obtained from DNS computation. From top to bottom: complete spray; liquid part attached to the injector tip; detached part of the liquid.

It is possible to use multiphase flow formalism in combination
with the ELSA model. Nevertheless in Diesel injections it is not
straightforward to define a discrete phase and a carrier phase as
it is commonly requested by multiphase flow approaches. Indeed,
just at the exit of the injector nozzle, the proportion of the liquid
phase is very high and this phase is certainly not composed of dis-
crete particles. Moreover, bubbles could be present in the liquid
flow due to penetration of the surrounding gas during the break-
up process and to previous cavitation inside the nozzle injector.
In this case, the carrier phase would be the liquid and the discrete
phase the gas bubbles. Of course, further downstream, a spray is
created where the carrier phase is the gas and the discrete phase
corresponds to liquid droplets. Between these two limits, a two
phase flow exists with unclear discrete and carrier phases. In the
ELSA model the single phase approach allows the choice of both
carrier and discrete phases to be avoided. It is worth noting that
some choices are still required in the closure of the different sub-
models. In the limit of infinite Weber values, there is a certain sim-
ilarity between turbulent gas mixing and the complex phenomena
occurring in the primary break-up zone. Hence, we believe that
this transition zone can be more easily handled with the single
phase flow formalism of the ELSA model because it is similar to
the formalism used for the turbulent mixing of two gases with dif-
ferent densities.

Since we consider flows with high Reynolds values, the turbu-
lence has to be taken into account. The accuracy of different RANS
turbulence models when they are applied to turbulent two phase
flows was studied previously (Demoulin et al., 2007). It was shown
that the standard k — ¢ turbulence model (Launder and Spalding,
1974) is able to reproduce the main characteristics of the two
phase flow if special care is devoted to the modelling of the turbu-
lent mass flux. The transport equation for the mean mixture veloc-
ity is written, neglecting terms that are related to the surface
tension and the laminar viscosity in accordance to the hypothesis
of high Weber and Reynolds values reads

opi; _opii _ oRy 0p 5
ot an an OXi ’

Considering a variable ¢, its Reynolds average is noted ¢ and
the corresponding fluctuation is noted ¢'. The mass weighted Favre
average is @ = p@/p and the corresponding fluctuation is noted
¢". Thus, p represents the mean mixture density, u is the Favre
averaged mixture velocity and p is the mean pressure. The k — ¢
equations are written in their standard single flow formalism with-
out modification

opk apik _ 0 (v ok oo
ot 8}(]‘ 78Xj Pry an
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Together with these equations, the Boussinesq relation is used

to close the Reynolds stress tensor

2

Ve = Cﬂc—é and R; = pujuy
o (ou om 20m N\ L2
== ‘<8_xj+6_x,-_§8_xk0” + 3 pkay. (6)

Finally, the Reynolds average of the Favre fluctuation of the
velocity u7 is exactly related to the turbulent liquid mass flux Ry,
through

uf =p(1/p,—1/pg)Riy,, (7)

where Ry, = pu’Y//p and Y; is the liquid mass fraction. It is
expected that the application of the k — ¢ model for two phase flows
requires some modifications. For instance, in multiphase flow for-
malisms it is proposed to consider one equation for the turbulent
kinetic energy of the carrier phase and one for the discrete phase.
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It is even possible to consider a cross-correlation term: the velocity
fluctuation of the carrier phase correlated to the velocity fluctuation
of the discrete phase (Simonin, 2000). Here, the standard model is
kept with only one kinetic equation to represent the total kinetic
energy of the mixture. This is certainly a strong simplification, it
would be interesting to develop and test additional equations to
represent the repartition of the turbulent kinetic energy in each
phase. Such equations which are validated in the dense part of
the spray are not yet available in multiphase approaches.

Since the liquid and gas phases are considered as species in this
single flow approach, the corresponding transport equation is very
important. Indeed the liquid dispersion is entirely represented
through the following equation:

opY, opYiiy;  opYw . ~  OpR
PR PG 4 l]_pmv,ELSA‘Q:_%

ot O, X ; — pritypisa®. (8)

The second term of the RHS concerns the vaporization; it will be
discussed in the next section. This equation contains only one
unclosed term, namely the turbulent liquid flux Rjy,. For turbulent
single phase flows, the gradient closure approximation is generally
applied

v oY

Ry, = “Se ox 9)

Nevertheless, because the phases are strictly separated, it is
possible to derive the exact following relation (Demoulin et al.,
2007):

Ry, = Yi(1 = Y)(], — Ujly) = Vi@, — ). (10)

This relation shows the strong link between the turbulent
liquid flux and the difference of velocities between the mean
liquid velocity i, and the mean gas velocity u;l,. If the density
ratio between phases is close to one, then the inertial effect
vanishes. Thus, the slip velocity between phases becomes zero.
But a non-zero phase velocity difference (i), — 1l,) is still possi-
ble if the phase concentrations are not uniform in space. Indeed,
this limit corresponds to gas mixing where the gradient closure
Eq. (9) can be applied faithfully. Additionally, the relation Eq.
(10) shows that even with this single flow approach it is possible
to recover the different phase velocities. For instance, knowing
the mean mixture velocity thanks to its transport equation Eq.
(3), the mean liquid velocity is easily obtained as a function of
the turbulent liquid flux
_ Ry, -
ujl, Y, +Uj.

This is the basis of the drift flux model (Ishii, 1977; Ishii and Ibi-
ki, 2006), but in this case algebraic relations are provided to close
the turbulent mass flux Ryy,. By adapting second order models for
turbulent mixing, it is possible to develop three equations for the
three turbulent fluxes Ryy,. The resulting model is clearly equivalent
to multiphase flow approaches. This is the so-called quasi-multi-
phase model (Beau et al., 2005).

In order to complete these equations, the mean density is given
by

1
D

_h1-v (1)
pl pg

The dispersion of the liquid is entirely described by the previous
equations but the complete model incorporates an additional
equation for the liquid-gas surface density.

3.2. A more general notion than the droplet diameter: the mean liquid/
gas interface density Q

The ELSA model is an atomization model. It is thus expected to
predict the characteristics of the liquid droplets or blobs in the
dense part of the spray such as velocities or sizes. Based on DNS re-
sults it is clear that the liquid phase cannot be represented as a set
of droplets during the primary break-up. Moreover this dense zone
extends far downstream from the injector (more than 20 diameters
in our case). Considering the DNS results in Fig. 1, it would be sur-
prising that models assuming spherical droplets, incorporating
drag coefficient for isolated solid spheres, give accurate results in
this case. Indeed, the determination of the relevant physical vari-
ables that can be used to characterize such a liquid surface is still
an open problem. At least the most important variable is certainly
the quantity of liquid interface. The local surface density can be de-
fined in term of generalized function and an exact equation can be
derived for such a quantity (Morel, 2007). Despite this theoretical
work, the general form of this equation once filtered or averaged
has to be closed. The first equation for the mean liquid surface den-
sity was proposed in Vallet and Borghi (1999) and Vallet et al.
(2001). This equation was postulated by analogy with the transport
equation of the flame surface density of Marble and Broadwell
(1977). In our point of view, the first interest of this equation is
to avoid any assumption concerning the shape of the liquid surface
and try to describe realistically this two phase flow. Later, a surface
density equation was used in a multiphase Eulerian model of
atomization in order to avoid the problem of mesh dependency
occurring with Lagrangian method (Iyer and Abraham, 2003).

The precise definition of the liquid/gas interface density = (m ')
is the quantity of liquid/gas interface per unit of volume. In this pa-
per, we rather use the quantity of liquid/gas interface per unit of
mass Q = T/p (m? ke™!) to simplify the equation and more espe-
cially the treatment of the diffusive term. A possible formulation
for this equation is

pe  opQy 9
ot (9Xj _Oxj

(DEZ(&, - ﬂj‘Q)) + p(émixture + éstress

+ Qbreak—up + Qcoalescence + Qvaporization) . (1 2)

The first term of the RHS is unclosed since it contains |, which
is the mean surface velocity. This quantity is generally unknown
excepted in dilute cases where droplets (respectively, bubbles)
can be defined. Moreover, if all droplets (respectively, bubbles)
have the same size then i, = 1;, (respectively, 1|, = i];). These
conditions are very restrictive. We believe that it is better for
atomization process approaches to model the first term of the
RHS as a turbulent diffusive term for the surface density. The other
terms of the RHS correspond to:

. pfzmimm: production by turbulent mixing between liquid and
gas,

pfzmssz production by the mean shear stress,

f)f?break_up: production by break-up,

ﬁfzwalescence: production/destruction by coalescence,
pfzvaporization: production/destruction by vaporization.

These terms have to be precisely closed. Until now, there are no
firmly established models which are able to represent the surface
density evolution in all the possible cases. The most direct method
to close the surface density equation concerns the case where the
spray is composed of spherical droplets. Assuming that the equa-
tion for the diameter distribution is known (using classical models
for break-up, collision and vaporization) an equation for the
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surface density is recovered by integrating the second moment of
this distribution (Kocamustafaogullari and Ishii, 1995; Ishii and
Ibiki, 2006). If additionally it is assumed that all droplet diameters
are identical, the diameter distribution is completely known from
the liquid volume fraction and the surface density. Nevertheless,
this approach does not stand in the vicinity of the injector where
the droplets are not yet formed. Since the first proposition (Vallet
and Borghi, 1999; Vallet et al., 2001) for new source terms inspired
from turbulent combustion framework, several evolutions have
taken place (Iyer et al., 2002; Blokkeel et al., 2003; Lebas et al.,
2005; Beau et al., 2006; Jay et al., 2006; Beheshti et al., 2007; Sidhu
and Burluka, 2008). Based on the previously cited literature and
our practice, a possible transport equation for Q is given here

apQiy 5

= (P2 @) + ¥ (S + Sum) 13
+(] - lp)(scoll + SanBU) + Svapo-

pQ
a T

On the RHS of the equation Eq. (13), the first term represents
the turbulent flux of interface. It is closed using a turbulent diffu-
sion term. As discussed above for the liquid turbulent flux (Eq.
(8)), this approach is valid if there is no mean slip velocity between
the liquid and the gas, but if a phase velocity difference still exists.
This is the case for very small liquid particles with no inertia. This
can be also the case in the very dense part of the spray, where the
amount of liquid is so important that motion of gas fluid particles
is controlled by the liquid motion. If there are any reasons to as-
sume that the slip velocity between phases can be important, this
model would have to be improved. Here, the turbulent Schmidt
number dedicated to the turbulent flux of the surface density is ta-
ken equal to the one used for the liquid mass fraction (Sc; = Scq).

As discussed above, source terms of the surface density equa-
tion can be obtained from two different approaches: a first one
for the dense part of the spray where no droplets can be defined
and a second one far away from the injector where droplets are al-
ready formed. To link continuously both approaches through the
whole spray, a repartition function ¥ is introduced. It is used as
an indicator of the dense or dilute region in the spray. In this work,
¥ is chosen in order to return a value of 1 in the dense region and a
value of 0 in the dilute region. The transition between these two
cases is made via a linear regression, as it can be seen in Fig. 2.

Pdense aNd ¢ gilute cOrrespond to specific values of the liquid vol-
ume fraction ¢,. They are obtained thanks to the following relation:

pY
ol o (14)

They can be considered as numerical parameters, but during all
this study they have been fixed to ¢ gense = 0.5 and ¢gjjute = 0.1. Other-
wise, each source term S; of the equation Eq. (13) models a phenom-
enon that can be encountered by the liquid blobs or droplets.

Sinit can be considered as an initialization term, taking high val-
ues near the injector nozzle, where mass fraction gradients take
their highest values. It corresponds to the minimum production
of liquid-gas interface density induced by liquid-gas mixing (Beau
et al., 2006).

12py, 0Y, Y,

pipgSCile ox; Ox; (15)

Sinit =
This term is derived to obtain surface density greater than a
minimum surface density defined by

1-—

ST ] a6)
t

This expression of X, represents the probability to have both

liquid and gas divided by a characteristic scale. First wrinkles of the
surface are supposed to have a characteristic size equal to the inte-

*4

0

1

0

Pdense Pilute

Fig. 2. Indicator function ¥ used to share out dense and dilute source terms used in
the surface density equation.

gral turbulent length scale. This formulation is not firmly estab-
lished yet and has to be studied in the future. Nevertheless, we
checked that this source term is important only in the vicinity of
the injector. Once initial surface density is created, this source term
becomes negligible by comparison with the other source terms. In
that sense it can be seen as a model to initiate automatically the
surface density equation as soon as liquid—-gas mixing occurs.

Sturb corresponds to the production/destruction of liquid-gas
interface density due to the turbulent flow stretching and the ef-
fects of collision and coalescence in the dense part of the spray.
It is assumed to be driven by a turbulent time scale .. This produc-
tion/destruction term is defined in order to reach an equilibrium
value of the surface density Q. It corresponds to the quantity
of surface that would be obtained by keeping constant the total
mixture turbulent kinetic energy and the liquid volume fraction.
This surface density can be expressed in term of a Weber number
defined as the ratio between the total kinetic energy per unit of
volume and the total surface energy per unit of liquid volume
WeZlen

L
Weden - O-IQ:;en. (17)

o, corresponds to the surface tension of the liquid phase. The equi-
librium value of this Weber number is unknown at our best knowl-
edge especially for liquid-gas flows with high values of liquid
volume fraction. It is then assumed that the total energy is equally
distributed between the kinetic energy and the surface energy.
Accordingly to determine Q;,,, the value of Wej,, is set to 1.0 in this
paper. The modelling of Wey,,, is thus a first step that requires fur-
ther work to be definitely established. The final expression of the
source term is

_@ _ Q _— dik
Sturb = T (1 Q:Ien>7 Qden - leefien

and Wey, =1. (18)

Concerning the dilute part of the spray, the aim is to derive the
classical model used for dilute spray in term of surface density, for
instance in a Lagrangian framework. That requires to define an
equivalent diameter. The Sauter mean diameter is obtained thanks
to the liquid-gas interface density and the mean liquid mass
fraction
Ds; = 6—}3 (19)

pie

Additionally, to avoid the repartition of source terms through
the function ¥, it would be interesting that both dense and dilute
source terms converge to the same formulation in the transition
zone. This is partly possible with the collision-coalescence source
term
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29
scoll = Teol (1 [o} ) (20)

This source term is driven by a collision time scale 7y,. Several
models have been proposed to represent the collision effect on the
evolution of the surface density (Vallet and Borghi, 1999; Vallet
et al, 2001; Iyer et al., 2002; Iyer and Abraham, 2003). Here, based
on the particle collision theory, the model for 7. is

3
Teoll = _coll . 21
« SeffAVcoll ( )
Leo is the mean free path, Se is the cross-section of collision
and AV is the characteristic velocity of collision. These variables
have to be estimated through available model variables. The fol-
lowing approximations have been done

- 2p Q313 36mY?pip Q3
Leon ~N;'/% = PP Leon Seit ~ ipPip

= = and
367Y; pipQ
-
Avcoll ~ §k (22)
Finally the collision time scale is estimated by
1
Teoll X ———=" (23)
pR\/2k

Based on this time scale, the collision source term induces an
equilibrium value @, of the surface density that has to be deter-
mined. The relevant Weber number to characterize the collision
between two droplets is classically defined by

AV2 D 4Yik
Weey = PV ENH

, 24
g GI.Q ( )

where D is the droplet diameter. It is expressed in term of the sur-
face density Q thanks to Eq. (19). The previous approximation for
the collision velocity (Eq. (22)) is used. Based on the work of Qian
and Law (1997), the value of Wey, that separates break-up and coa-
lescence regime is estimated as We', = 12. This value is not di-
rectly the equilibrium Weber number that we are looking for.
Indeed, the kinetic energy and the surface energy change during
the collision process in the whole spray. Assuming a conservation
of the total energy (kinetic and surface energy) during the collision
process, the following relation has been proposed (Beau et al., 2006)
to find the final equilibrium diameter D3,

N
D32 :D32@~ (25)
Finally the equilibrium Weber number is given by
2kD;
Wegy, = 212552 (26)

g

In addition, any relevant models that are used for dispersed
sprays would be adapted to improve the surface density equation.
The source term Sp,gpy deals with the production of liquid-gas
interface density due to the effects of secondary break-up in the
dilute spray region. This source term comes from the model first
proposed by Pilch and Erdman (1987)

SandBu = Max{ pé (1 - = 0 >=0} (27)

TondBU Q3 BU

The break-up process increases the surface density. For that rea-
son only positive values of this source term are taken into account.
The Weber number associated to this process is based on the gas
density p,, on the liquid-gas relative velocity Az and on the
droplet diameter

AVLD  6p,AvEY
WeanBU:pg rel ~ pg El 1.

(28)
01 0,012

The main problem concerns the approximation of Av,, in the
present study this velocity is approximated by the mean relative
phase velocity ], — 1], Accordingly, thanks to Eq. (10) the model
for the turbulent liquid flux has to be used to determine Av,. The
estimation of the break-up time scale 7,45y is (Pilch and Erdman,
1987)

D /
TondBU = TAszl % (29)
re g

The parameter T is given as a function of the Weber number
Weanasu (Pilch and Erdman, 1987). The break-up process occurs un-
til an equilibrium value of the Weber number We;, .., is reached. It
corresponds to an equilibrium value of surface density € .., that
is obtained thanks to Eq. (28). The equilibrium Weber number is gi-
ven by

Wej, 5y = 12(1 +1.0770h"°), (30)

where Oh is the Ohnesorge number. In the following application,
the liquid viscosity is relatively small and leads to a small Ohne-
sorge number: Wej, 5, =~ 12.

_ Finally the modelled transport equation for the surface density
Qis

opQ  0pQly _ 0 (. v 0 &
ot ox; X\ Sceo 0%

12pp, Y, Y,
+ l‘”(“l pipeScel Ox; Oxi

pQ Q
+(1-%)( o 1-—
( )< 3Tcoll ( Qéoll)

PL (1 _2 ) 0l). (31)
T2ndBU Q58U

The numerical parameters are the following: oy =0, =
o3 = o4 = 1, the turbulent Schmidt numbers Sc.o = Sc; =1 and
the Weber numbers used to determine Q.. = faens(Wigens = 1),
Qo :fcoll(WcNoll =12), 45y = frndsu (Wongpy = 12).

+ogMax

4. Validation and application of the ELSA model
4.1. Comparisons between DNS and ELSA calculations

The DNS test case presented previously is used now to validate
the ELSA model in the dense zone of the spray. The characteristics
of the test case are identical to those that are presented in Table 1.
The computational domain used for ELSA calculations is a cylinder
with a diameter of 2 mm and a high of 5 mm. It recovers com-
pletely the computational domain used for the DNS (see Section
2.2). For the ELSA calculations, two different mesh refinements
have been tested. First grid M1 contained 70,000 cells, and
140,000 cells are used in the second grid M2. Boundaries condi-
tions are similar for DNS and ELSA computation: there are free
boundary conditions everywhere except in the injection plane
where a wall boundary condition is applied around the liquid
injection. For ELSA calculation, to compute realistically the flow
at the exit of the injector, the characteristic size of the mesh cells
is about one-tenth of the injector diameter. In order to save com-
putational time, the mesh size increases further downstream.

The results presented here have been time-averaged after that
the spray tip has left the computational domain. Thus, the Rey-
nolds averaged Navier-Stokes (RANS) results can be compared to
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the results from DNS calculation. The main variables of the model
have been extracted from set of DNS data, in particular: the mean
liquid volume fraction ¢; and the mean liquid-gas interface density
per unit of volume T = pQ.

Planar cuts of the liquid volume fraction field obtained both
with the ELSA model and DNS are shown in Fig. 3. The main behav-
iour of the spray is well captured by the model. It shows the pos-
sibility to describe the liquid dispersion induced by complex
primary break-up phenomena through a statistical approach and
classical turbulent models. To get more quantitative comparisons,
profiles have been extracted from the different computational ap-
proaches. Location of these profiles can be seen in Fig. 4.

First profiles are the reference results from DNS. They are ob-
tained after averaging over 0.1 ms since the stabilisation of the
injection. The axial profiles (Fig. 5) show that statistical conver-
gence is not perfectly reached yet. Note that the DNS CPU time is
roughly 10,000 h on 14 processors (IBM Power 4) and considering
running a longer DNS simulation is not realistic. However, the
main trend is already well established. Convergence for the mean
DNS radial profiles is more satisfactory (see Fig. 6) because they
benefit of an additional average by a rotation around the main
injection axis. Second profiles concern the result obtained with
the ELSA model for the mesh M1 and third profiles are identical
but with the refined mesh M2. To get these results, the ELSA model
has been implemented in the commercial code FIRE V8.41 (AVL).
To evaluate the portability and the sensitivity of the model ELSA,
other simulation results are reported here. They have been ob-
tained by the implementation of the model in the commercial code
STARCD V3.15 (CD-ADAPCO). Note that it is the same test case but
a slightly different mesh is used and an older version of the ELSA
model is implemented, in particular the source terms of the surface
density equation are different (Beau et al., 2006). Both commercial
codes use a finite volume approach and standard equation.

Fig. 6 represents the radial profiles of the volume fraction. We
observe that even quantitatively good agreements are obtained
with respect to the reference data from DNS in all cases. Neverthe-
less, a closer look to the results shows that ¢, tends to be underes-
timated by modelling approaches along the injection axis, until the
distance from the injector nozzle reaches 8D, These differences
are obtained with the two grid refinements. Thus, it probably does
not correspond to numerical diffusion. This could be due to the
limitations of the gradient law closure to model the turbulent flux
of the liquid (see Eq. (9)). In particular, it is expected that the initial
destabilisation of the liquid surface is governed by linear instabil-
ities just at the exit of the injector. Of course, such a turbulent
modelling approach used in the ELSA model has to be modified

to handle properly these linear instabilities. Some works on that
problem have been done elsewhere (Jay et al., 2006) but in a coax-
ial injector context. Nevertheless, the liquid volume fraction field is
accurate enough to allow surface density field to be studied.

The mean surface density field obtained by both the DNS and
the ELSA model with the mesh M1 are compared to Fig. 7.

5D 10D 20D

Fig. 4. Position of the different profiles extracted from DNS/ELSA comparisons.
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Fig. 5. Axial profile of the liquid volume fraction ¢;. Symbols is DNS (), solid line is
ELSA model with standard mesh, dotted line is ELSA model with refined mesh and
dashed line is ELSA model by Beau et al. (2006).
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Fig. 3. Cut of the liquid volume fraction field obtained by using the ELSA model (top) and DNS (bottom).
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Fig. 6. Radial profiles of the liquid volume fraction ¢, from bottom to the top at 5,
10 and 20 diameter from the injector. Legend is identical to Fig. 5.

Since the first proposal (Vallet and Borghi, 1999), the mean sur-
face density equation is still under development. Several models
have been proposed for general or specific applications. The surface
density equation proposed in Eq. (13) tries to benefit of previous
developments with a special attention to the dense zone. The com-
parisons with the DNS results concerning X are very encouraging.
The general shape of the surface density field is well represented.
However, a closer look to the data shows a difference on the inten-
sity in the vicinity of the injector. By looking at the DNS picture
(Fig. 1) just at the exit of the injector, the liquid surface is perfectly
smooth and cylindrical. Thus, the value of X in this case must be
zero outside of the surface and infinity at the surface; this is indeed
a Dirac function even after averaging. Surface density values ex-
tracted from computations are the integral of this surface density
in a mesh cell divided by the mesh cell volume. In this area, making
the mesh cell bigger in the radial direction does not change the to-
tal amount of the surface enclosed in the mesh cell. Consequently,
values obtained with the DNS are computed on a finer mesh and
then have to be higher than those obtained using the RANS code
on a less refined mesh. Another drawback of the comparison con-
cerns the values along the main axis that do not seem similar be-
tween ELSA and DNS. To look more precisely at this problem,
axial profiles are drawn in Fig. 8.

As far the liquid volume fraction is concerned, the statistical
convergence for DNS results is not perfectly reached. Nevertheless,
axial profiles of surface density present maxima which are in the
same order of magnitude with all the models and in agreement
with DNS results. This result has been obtained with the previously
given values of the model constants. But it is necessary to keep in
mind that, even in DNS, smaller wrinkling than the mesh size are
not taken into account by the numerical method. Consequently,
the maximum of liquid surface density could be slightly higher.
Close to the injector, in the area where the liquid volume fraction
estimated with DNS is still equal to unity, there is already a slight
decrease of the liquid volume fraction with the ELSA models. That
leads to the generation of surface density too early with the models
in comparison with the DNS. The distance from the injector where
the maximum of surface density is located is not very well estab-
lished with the DNS due to statistical noise. It can be seen anyway
that this distance is under-predicted with both versions of the ELSA
model, even if there is an improvement with the present proposal.

Finally, radial profiles of surface density are presented in Fig. 9.
ELSA model results compare favourably with the DNS profiles. It
seems that the agreement is better a little bit away from the main
axis. It also corresponds to a more dilute zone, where the models
are more established.

Some conclusions can be drawn from these first validations of
the ELSA model in the dense part of the spray obtained thanks to
the DNS. First of all, the complex primary break-up phenomena
can be handled with the ELSA model even if improvements of
the model are still possible. Secondly, for this kind of atomization,
the liquid dispersion is well represented by using a turbulent diffu-
sion approach. It is possible to recover a realistic surface density
field with the present modelling even in the dense zone of the
spray. This is promising to evaluate correctly the surface exchange
terms that occur in a spray flame. To go further, the next part deals
with macroscopic comparisons with experimental measurements
of liquid and vapour penetrations. This study is carried out without
changing any modelling constants or numerical parameters in or-
der to test the ability of the ELSA model to predict the spray behav-
iour and to consider the comparisons with a DNS as a starting
point.

4.2. Dilute region of the spray: comparisons between experiments and
ELSA calculations

The experimental data have been obtained by classical shadow
graphic technique to get liquid and vapour concentration. Two

below 5556 11111 16667 22222 27778 33333 38889

50000 55556 61111 66667 72222 TTT78 83333 58889 94444 anove

Fig. 7. Cut of the liquid-gas surface density X field obtained by using the ELSA model (top) and DNS (bottom).
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different injectors are tested for two injection pressures (see Fig. 10
for the velocity profiles). The two injectors have the same diameter
Dinj = 148 um. Two different gas chamber temperatures are tested:
Ten =790 —-935K. In all the studied cases, the back-pressure
(chamber pressure) is kept constant and equal to 7 MPa. All
experimental conditions are summarized in Table 2. These data
are typical Diesel-like conditions encountered in present engines.

The computational domain corresponds to a cylinder of a diam-
eter of 5 mm and a high of 23.5 mm. Wall boundary conditions are
applied everywhere except at the liquid inlet where a mass flow
rate is imposed. The amount of cell divisions along the injector
diameter is about 10. The number of cells for the total computa-
tional grid used for these calculations is 90,000. Concerning the
liquid turbulence that is initialized at the nozzle exit, an intensity
of 5% of the bulk velocity has been retained and a turbulent length
scale of 10% of the injector diameter has been chosen.

To compute the vapour penetration, it is necessary to introduce
arate of mass and heat transfer across the interface. Additionally, it
is expected that a unique temperature for the mixture, the liquid
and the gas is not adapted to this kind of injection process. In
the following, results have been obtained by introducing an equa-
tion for the mean mixture enthalpy pflmix and for the mean liquid
enthalpy p?lfll. From these equations the mean liquid temperature
fl is recovered from the following relation:

e I ., ,s

r x ]
X

- - « ]

= let05 u -

g i * ]

= | |

£ go000|-

_:_’ -

S r

3 r

E 60000

3 B

@ -

% B

E 40000}

g L

z r

= 20000~
N e J ]
: A S R RN PR P R PR R
0 2 4 6 s 10 12 14 16 18 20 22

Axial distance from the injector (X/D)

Fig. 8. Axial profiles of the liquid-gas surface density X. Legend is identical to Fig. 6.
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and the mean gas temperature thanks to the relation

- S
/ " Cpydr = Mmix = Yil (33)
70 1-Y,

Heat and mass transfer have to be described through the liquid-
gas interface but it remains a very difficult problem in the dense
part of the spray. Available models are mainly based on the ex-
change between a spherical droplet and an ambient gas. As a first
approach, this kind of model is applied here. We first determine a
droplet diameter at every location where there is a non-negligible
amount of liquid thanks to Eq. (19). The amount Q of heat transfer
to one droplet and the amount of mass transfer ., due to the
vaporization of one droplet are determined classically (Abramzon
and Sirignano, 1989). The temperature of the droplet is taken as
T,, the temperature of the gas as Tg and the slipping velocity be-
tween the gas and the droplet as Av,. By dividing Q and ri1,,p by
the surface of one droplet 7D?, the estimation of the rate of heat
and mass transfer per unit of surface is obtained. The total mass
of heat transfer per unit of volume is obtained by multiplying the
rate for one droplet by the total surface per unit of volume ,bfl. Fi-
nally, the remaining source terms are for the mean liquid enthalpy
pYih

Y% (Q — mvap)

Q 34
p s (34)
and for the mean mixture enthalpy pflmix
— A mvava

Q—= 35
po= (35)

where L, is the latent heat of vaporization.

It can be considered as a drawback of the present model to use a
dilute approximation in the dense zone of the spray for vaporiza-
tion although a special effort has been done up to now to avoid this
strong simplification. At least for Diesel applications in the dense
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part of the spray, the amount of energy and of vapour that can be
incorporated in the gas is very small by comparison to the liquid
part. Accordingly, the saturation is reached very quickly. In our
experience, this can even create numerical instabilities. Hence spe-
cial care is devoted to compute the saturation state (final concen-
tration of liquid, vapour and final temperature) everywhere in the
spray and at each time step. The delay which is necessary to reach
this state is driven by the vaporization in this zone. Since the sat-
uration state is obtained almost instantaneously, the model for
vaporization in this zone is not so important.

Concerning the effect of the vaporization on the surface density
equation, a simple model that represents the decrease of surface
that is linked to the decrease of the droplet radius is retained

2p Q7 Tty

_zk . 36
3y, mD? (36)

Svapo =

Because this model corresponds to the reduction of surface in a
spray of droplets, it should not be valid in the dense zone of the
spray. Indeed, it is not sure that the vaporization term decreases
the surface density. It should depend if the considered surface is
concave or convex. For instance, if the two phase flow contains
bubbles, vaporization should increase the surface area. Anyway,
the additional velocity of the interface due to the vaporization is
usually negligible in comparison with the velocity induced by tur-
bulence motion.

Comparisons of experimental data and results obtained with
the ELSA model for conditions given in Table 2 are presented in
Figs. 11-14.
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Fig. 11. Liquid and vapour penetration for the injector 1 for P, =54 MPa: top
Ten = 790 K; bottom T = 935 K.

In all studied cases, liquid and vapour penetrations calculated
by the ELSA model are in good agreements with measurements.
With a higher injection pressure, the vapour penetrations are
growing faster, whereas the liquid penetrations are less affected
(see Figs. 11-14 for comparisons). This phenomenon also appears
when switching from the injector 1 to the injector 2 at
Pinj = 54 MPa: the velocity profile for injector 2 grows faster than
for injector 1. Thus, the vapour penetrations are growing faster
with the injector 2 than with the injector 1. Simultaneously, the
liquid penetration does not change a lot. These behaviours are
directly linked to the temporal evolution of the velocity at the exit
of the injector (Fig. 10). The vapour penetration is directly linked to
the mass flow rate of the injector but the liquid penetration is the
result of two conflicting phenomena: the increase of velocity
makes the liquid penetration growing faster and the turbulence
mixing increases the vaporization rate which reduces the liquid
penetration. The differences between the two injectors are less sig-
nificant with an injection pressure P;,; = 180 MPa. This is in agree-
ment with the injection velocities which are less different at high
injection pressure. All these phenomena are observed experimen-
tally and recovered by the numerical model.

These liquid and vapour penetrations are classically shown
when testing an atomization model, and they confirm that the
ELSA model behave at least as good as the other models. Note that
constants and parameters of the model were fixed thanks to the
DNS and nothing like “user parameters” are used to fit the model.
However, it is possible that the details of the primary break-up
model are not of primary importance to recover the effects of

0025 T T T
! ' ‘ ' laasdans’ ' -
| | — ELSA - Liquid e -
I |=— ELSA - Vapour i -
[| © EXP -Liquid &~ -

002 e o o -
| | & EXP - Vapour A’ﬁ o o] o _

= L -
= 0015 -
s
z L B
£ - -
g . -
5 L -
£ 001 -
2 - B
0.005 -
pl Lo e Lo b b Lo Lo Lo
0 0.0001 00002 00003 00004 00005 00006 00007 0.0008
Time (s)

OO T L T T T W AR EA :
. | — ELSA - Liquid Arb— -
I | == ELSA - Vapour A7 -
[ | © EXP -Liquid Ar -

0.02 | | & EXP - Vapour A e _

Eoms -
= L -
=
. I -
E [ :
o
E 0.01 B -
0.005 [~ -
ol Lo Lo b b b b b lar

0 00001 0.0002 00003 00004 00005 00006 00007 0.0008
Time (s)

Fig. 12. Liquid and vapour penetration for the injector 2 for P, =54 MPa: top
Ten = 790 K; bottom T, = 935 K.
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Fig. 13. Liquid and vapour penetration for the injector 1 for P, =54 MPa: top
Ten = 790 K; bottom T, = 935 K.

velocity injection, back-pressure or nozzle diameter changes. These
last two evaluations were also performed successfully with the
ELSA model (Lebas et al., 2005). But accordingly to Yi and Reitz
(2004) and to our experience, the effect of gas temperature
changes can be captured accurately only if special care is dedicated
to the primary break-up that occurs in the dense zone of the spray.
In Figs. 11-14, the vapour penetrations are not very affected by the
change of gas temperature whereas the liquid penetrations de-
crease from about 15 to 12 mm. This is observed experimentally
for the two kinds of injector and for the two injection pressures.
The shorter liquid penetration due to the increase of the gas tem-
perature is the result of a competition between the mass flow rate,
the turbulent mixing and the vaporization. The ELSA model is able
to recover the decrease of the liquid penetration, still keeping the
vapour penetration unchanged. This is a possible benefit of a better
representation of the vaporization thanks to the surface density
equation.

Fig. 15 presents a spatial distribution of the equivalence ratio at
an injection pressure of 180 MPa for injector 2 and two different
gas chamber temperatures 790 and 935 K. It can be observed that
there is no vaporized fuel near the injector nozzle. It is mainly due
to the fact that the density of the spray prevents the liquid from
being heated by the surrounding gas and vaporized. In fact, in this
region of the spray, a saturated state of vaporization is quickly
reached, considering the small values of air mass fraction. It is a
key point of the ELSA model because this dense region of the spray
cannot be represented by a Lagrangian approach which considers
the liquid volume as negligible. Moreover, it is interesting to notice
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Fig. 14. Liquid and vapour penetration for the injector 2 for P, =54 MPa: top
Ten = 790 K; bottom T, = 935 K.

that despite a similar vapour penetration (that does not change
with the temperature) the equivalence ratio field is very different
for the two considered gas temperatures. This is of primary impor-
tance for the combustion.

To build a complete modelling approach which is able to repre-
sent the two phase flow combustion, the model of combustion
ECFM-3Z (Colin and Benkenida, 2004) has been coupled to the
atomization model ELSA. The test case corresponds to an experi-
ment of Diesel flame (Higgins and Siebers, 2001). It consists in an
injector of 180 um diameter hole, with an injection pressure of
138 MPa. The OH self-emission of the flame is recorded to measure
the position of the flame lift-off. Two gas temperatures are consid-
ered, 1000 and 1200 K. Results are presented in Fig. 16.

White lines show the measured flame lift-off mean position.
Close to the injector exit, the red zone represents the surface where
the liquid mass fraction is upper than 0.01 (Y, > 0.01). Flames ob-
tained with numerical simulations seem to expand a little more in
the radial direction than experimental flames. Additionally the
flame lift-off is a little bit overestimated for the gas temperature
of 1000 K. Nevertheless, as expected when looking at the equiva-
lence ration field (Fig. 15), the gas temperature also influences
the shape of the flame. It is found in the experiment that increasing
the gas temperature makes the flame lift-off distance decreasing.
This is due to a stronger vaporization which reduced the distance
to achieve a stoichiometric mixture, which is necessary to stabilize
the flame. This behaviour is well captured by the model. Addition-
ally, the radial expansion of the flame is reduced by increasing the
gas temperature. This trend is also observed numerically.
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Fig. 15. Equivalence ration field for injector 2, Pjy; = 180 MPa, 0.3 ms after the start of injection. Top T, = 790 K and bottom T, = 935 K.

Fig. 16. Comparison of OH self-emission obtained experimentally (top) to OH concentration computed using the model ELSA combined to the model ECFM-3Z (bottom) for

two gas temperatures T, = 1000 K (left) and T, = 1200 K (right).

5. Conclusion

This work presents recent developments in the modelling of the
atomization of sprays, in particular in the description of the pri-
mary break-up. The dense zone of the spray is difficult to charac-
terize experimentally. Thanks to progress in direct numerical
simulation of two phase flows based on LS/VOF/GF (Menard
et al., 2007), quantitative results have been obtained for the first
time where experiments failed to provide data in Diesel spray.
These results have been used to develop and to assess a model de-
voted to the dense zone of the atomization, the so-called ELSA
model. This model was originally proposed by Vallet and Borghi
(1999) and the presented version incorporates recent develop-

ments in particular for the dense part of the spray. With this ver-
sion, the modelling proposal has been applied successfully in the
dense zone of the spray when comparing to the DNS data. Model-
ling parameters and constants have been fixed by comparisons
with DNS data. Without changing these parameters, a vaporization
model has been joined to the atomization model and the entire ap-
proach has been tested successfully on experimental data in terms
of liquid and vapour penetrations. In particular, the ELSA model
has been able to recover the influence of gas temperature changes.
Experiments show that the liquid penetration decreases when the
gas temperature increases but the vapour penetrations have been
found unchanged. This trend is well recovered by the model but
the presented results show that for different gas temperatures,
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similar vapour penetrations lead to different equivalence ratio
fields. This must be important for combustion, accordingly a com-
bustion model ECFM-3Z has been coupled to the ELSA approach to
model an experiment of Diesel flame lift-off. The influence of initial
gas temperature on the flame lift-off found experimentally has
been well represented by the complete modelling proposal.
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